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PREFACE

The views and opinions expressed in this report are those of the author and do not in any way represent an official position of the National Telecommunications and Information Administration or of the U.S. Department of Commerce.

Programming and plotting software are mentioned in this report to adequately explain the presentation of wavelet function plots. In no case does such identification imply recommendation or endorsement by the National Telecommunications and Information Administration, nor does it imply that the software identified are necessarily the best available for this application.
## CONTENTS

1. INTRODUCTION .................................................................................................... 1  

2. WAVELET BASICS ................................................................................................ 4 
   2.1 Preliminaries ................................................................................................ 4 
      2.1.1 Integral Transforms ..................................................................... 4 
      2.1.2 The Fourier Transform .............................................................. 5 
      2.1.3 The Windowed Fourier Transform .............................................. 6 
   2.2 Wavelets ..................................................................................................... 8 
      2.2.1 Characteristics of Wavelet Functions................................. 8 
      2.2.2 The Continuous Wavelet Transform ......................................... 13 
      2.2.3 Time-Frequency Localization ................................................... 14 
      2.2.4 Frames and the Discrete Wavelet Transform .......................... 18 
      2.2.5 Orthonormal Wavelet Bases With Compact Support ............... 20 
      2.2.6 Introduction to Multiresolution Analysis .............................. 20 
      2.2.7 Determining Orthonormality of Wavelets ............................ 31 
      2.2.8 Approximation Qualities of Wavelets .................................. 32 

3. TELECOMMUNICATIONS ISSUES ................................................................... 41 
   3.1 Signal Processing ....................................................................................... 33 
      3.1.1 Filter Banks and Wavelets ......................................................... 33 
      3.1.2 Multiresolution Analysis in Two Dimensions .......................... 34 
   3.2 The Human Hearing System and Wavelets ............................................... 37 
   3.3 Wavelet Packets and Compression ............................................................ 39 

4. NON-TELECOMMUNICATIONS APPLICATIONS .......................................... 41 

5. SUMMARY ........................................................................................................... 42 

6. CONCLUSIONS AND RECOMMENDATIONS ................................................. 43 

7. REFERENCES ....................................................................................................... 45 

8. BIBLIOGRAPHY ................................................................................................... 49 

APPENDIX ................................................................................................................. 50
This report is an introduction to wavelet theory intended for the technical professional working in telecommunications. The basics of wavelet theory are presented with an emphasis on explanation of the principles and ideas involved rather than on the mathematical proofs. Differences between the wavelet transform and the windowed Fourier transform are pointed out. Wavelet applications to several issues important to telecommunications are presented.
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1. INTRODUCTION

The purpose of this report is to introduce the subject of wavelets to the engineer, scientist, or technical specialist working in telecommunications. The report presents the ideas and the basics of wavelet theory without subjecting the reader to very much mathematical rigor. In fact, this paper presents only one formal mathematical proof (for the sake of illustration), handwaves a few other proofs, and states many results without proof. In each case, reference is provided for further research and reading. A bibliography for further reading is also provided. A major goal is to present information necessary for the telecommunications specialist to decide if further investigation of wavelets and their applications is warranted. It is not assumed that the telecommunications specialist is necessarily knowledgeable about any of the subjects to which wavelet theory is applied, such as digital signal processing, image processing, harmonic analysis, and real analysis. Such experts should delve into the literature listed in the references and bibliography directly.

This report concentrates on a short treatment of the mathematical basics of wavelet theory. The reader should be familiar with Fourier analysis as is usually gained at the baccalaureate level for electronics engineers or as may be found in Spiegel (1974), Hsu (1984), or Chui (1992). The report concentrates on general characteristics of wavelets with an emphasis on the differences between wavelets and the long-established Fourier transform theory, and specifically the windowed Fourier transform. A few issues and aspects that directly pertain to telecommunications are presented along with a short list of other areas in which there is interest and ongoing work in applying wavelets.

* The author is with the Institute for Telecommunication Sciences, National Telecommunications and Information Administration, U.S. Department of Commerce, 325 Broadway, Boulder CO 80303.
The presentation on wavelets is limited to real functions. The discussion can also be extended to complex wavelet functions. The subject can be considered a subset of harmonic analysis (interested readers should consult the references or bibliography).

Wavelets are families of functions which are written

\[
\psi_{a,b}(x) = \left| a^{\frac{1}{2}} \right| \psi \left( \frac{x-b}{a} \right).
\]

Thus, the family \( \{\psi_{a,b}\} \) is generated by dilations and translations of the single function \( \psi \). This function is called the analyzing wavelet, the basic wavelet, or the mother wavelet in the literature. The wavelet coefficients of a function are determined by the inner product in \( L^2(\mathbb{R}) \) of the members of the family and the function in question. The function can then be reconstructed from the wavelet coefficients. Dilation, translation, \( L^2(\mathbb{R}) \), and its inner product will be defined shortly.

An example of a wavelet is the Haar function (Figure 1), which is defined

\[
\psi(x) = \begin{cases} 
  1 & 0 \leq x < \frac{1}{2} \\
  -1 & \frac{1}{2} \leq x \leq 1 \\
  0 & \text{otherwise}
\end{cases}
\]

The Haar wavelet is not a very useful wavelet as an analysis tool, but it is often used (as it is here) for illustrative purposes. Haar discovered these "wavelets" around 1910. It has been known since then that the family of wavelets generated by the Haar function is an orthonormal basis of \( L^2(\mathbb{R}) \) (this fact will be proved using a wavelet analysis technique later) (Daubechies, 1992). Dilation and translation have been referred to as the "Haar processes" of "squeezing by one half" and "shifting" in the literature of Walsh and other orthogonal functions (Harmuth, 1972).

In the mid 1980s, wavelets were used in research in seismic analysis, mainly in France. The French researchers led by J. Morlet, a geophysicist; Alexander Grossman, a physicist; and Yves Meyer, a mathematician, coined the name ondelettes (wavelets) and built strong initial mathematical foundations (Riou and Vetterli, 1991). This generated the strong, recent interest in wavelets which has been fueled by more and more new applications of wavelets to other diverse fields.
The interest in wavelets is due to increased time-frequency localization which wavelets provide in certain instances. That is, a wavelet analysis may provide increased resolution of a signal in comparison to Fourier techniques. The windowed Fourier transform (the short-time Fourier transform or the Gabor transform) also attempts to provide increased time-frequency resolution.

Wavelets can also be considered a subset of time-frequency signal, representation methods which attempt to characterize a signal over a time-frequency plane or a combination of the time domain and the frequency domain. A wavelet analysis provides a time-scale representation with the scale representing a frequency band or octave. Specifically, wavelets are one of the linear time-frequency representations of which the windowed Fourier transform is also a member (Hlawatsch and Boudreaux-Bartels, 1992).
2. WAVELET BASICS

This section of the report contains the elementary ideas on wavelets. It is intended to give the reader a basic foundation of the subject and should be considered introductory.

2.1 Preliminaries

This section of the report covers the elementary ideas of Fourier analysis, especially the windowed Fourier transform. It is not intended to be complete but contains the ideas important to the foundations of the wavelet transform.

2.1.1 Integral Transforms

A transform is an explicit operation, T, on a function, g(x), for example, which leads to another function, \( \hat{g}(s) \), that is,

\[
T \{ g(x) \} = \hat{g}(s),
\]

where \( s \) is the transform variable. The idea is that the value of \( \hat{g}(s) \) depends on the whole of \( g(x) \) and not on any single value of \( g(x) \) at a particular value of the independent variable, \( x \). An integral transform involves integration over \( x \).

For example, take

\[
g(x) = e^{-a|x|}, \quad a > 0.
\]

Let \( T \) be the operation (transform) defined by the two following steps:

1. Multiply \( g(x) \) by

\[
e^{-i2\pi sx}.
\]

2. Integrate the product over \( x \) on the real line, \((-\infty, \infty)\).

The result is
\[ \hat{g}(s) = \int_{x=-\infty}^{\infty} e^{-|x|} e^{-i2\pi x} \, dx \]
\[ = \frac{2}{a^2 + (2\pi b)^2}. \]  

This operation is obviously the familiar Fourier integral transform. It is also the inner product, in \( L^2(\mathbb{R}) \), written
\[ \langle e^{-|x|}, e^{-i2\pi x} \rangle. \]  

If \( a = 1 \), then the value of \( \hat{g} \) at \( s = 3.5 \) is 0.004127. This value depends on the whole of \( g(x) \). That is, \( \hat{g}(3.5) \) does not depend on any single value of \( g(x) \) at a particular value of \( x \) (Bracewell, 1990).

Electrical and electronics engineers are usually familiar with the discrete and continuous versions of the Fourier transform, the Laplace transform, the Z transform, and the Hilbert transform. There are many other useful integral transforms (Bracewell, 1990).

I will not dwell on general transforms except to note that the transforms discussed in this report are linear, that is, for functions \( g_1(x) \) and \( g_2(x) \), and constants \( a \) and \( b \),
\[ T\{ag_1(x) + bg_2(x)\} = aT\{g_1(x)\} + bT\{g_2(x)\}, \]  

which means that the superposition principal applies.

### 2.1.2 The Fourier Transform

The Fourier transform represents the frequency content of a signal (function) \( g(t) \) over all time. Time, \( t \), is the continuous independent variable of the signal. The Fourier transform of a function, \( g(t) \), is defined for the remainder of this paper as
\[ \hat{g}(\omega) = \frac{1}{\sqrt{2\pi}} \int_{t=-\infty}^{\infty} g(t) e^{-i\omega t} \, dt. \]  

The unit of \( \omega \) is cycles per unit time which represents a temporal frequency. The unit of \( \omega \) can be cycles per unit length if the independent variable of \( g \) is length rather than
time. Thus \( \omega \) can represent a spatial frequency. The Fourier transform translates a function (signal) in the time domain to a function in the frequency domain. The Fourier transform is a one-to-one mapping from the real line, \( \mathbb{R} \), onto itself.

An interpretation of the Fourier transform of a signal, \( g(t) \), is that it is the inner product of \( g(t) \) with sine wave basis functions defined on the entire real line. The Fourier transform, therefore, works well if the signal is made up of a few stationary components. A stationary signal is one whose statistical properties do not evolve in time; hence, a periodic signal is stationary.

But the Fourier transform will not work as well if the signal has non-stationary components. Any sharp transitions in a signal over time will be spread out over the entire frequency axis of \( \hat{g}(\omega) \). Such sharp transitions are, for example, noise, spikes, and other high-frequency, short-lived components. These transitions are localized in time and thus are non-stationary (Riou and Vetterli, 1991).

### 2.1.3 The Windowed Fourier Transform

The windowed Fourier transform looks at a non-stationary signal through a window so that the signal is approximately stationary in the window. This attempts to introduce time dependency (time localization) to the Fourier analysis. The windowed Fourier transform is defined as

\[
\left( T_{\text{win}} f \right)(\omega, t) = \int_{s=\infty}^{\infty} f(s) g(s - t) e^{-i\omega s} ds. \tag{10}
\]

The windowed Fourier transform in its discrete form is defined by letting \( t = nt_0 \), and \( \omega = m\omega_0 \), where \( m \) and \( n \) are integers, and \( t_0 \) and \( \omega_0 \) are positive and fixed. The discrete windowed Fourier transform is defined as

\[
\left( T_{\text{win}}^{m,n} f \right)(\omega) = \int f(s) g(s - nt_0) e^{-im\omega_0 s} ds. \tag{11}
\]

In both cases, (10) and (11), \( f(t) \) is the signal (function). The signal is multiplied by the windowing function, \( g(t) \) or \( g(t-t_0) \). The windowing function, \( g \), generally has compact support and has reasonable smoothness. Specifically, the windowing function must tend to zero quickly. A useful example for \( g(t) \) is a Gaussian with the tails chopped beyond \( 3\sigma \).

Equation (10) can be interpreted as the frequency content of \( f(t) \) near a specific value of \( t \). Hence, the windowed Fourier transform describes \( f(t) \) in the time-frequency plane. That
is, the windowed Fourier transform maps the one-dimensional representation of a signal to a two-dimensional representation in time and frequency. The windowed Fourier transform is also known as the short time Fourier transform (STFT) or the Gabor transform.

Figure 2 illustrates the construction of the argument of the windowed Fourier transform. The transform computes the Fourier coefficients for the product \( f(t)g(t) \). This is repeated for translated versions of the windowing function, i.e., \( g(t-t_0), g(t-t_1), \ldots \).

Another interpretation is that the windowed Fourier transform is a modulated filter bank. That is, equation 10 filters the signal over \( t \) with a bandpass filter at a given frequency, \( \omega \). This filter has as impulse response the window function, \( g(t) \), modulated to that frequency (Riou and Vetterli, 1991).

The time-frequency resolution of the windowed Fourier transform is fixed over the time-frequency plane since the same window is normally used for all frequencies. In fact, the product of the two resolutions is lower bounded, that is,

\[
\Delta \omega \Delta t \geq \frac{1}{4\pi},
\]

where \( \Delta \omega \) is the frequency resolution and \( \Delta t \) is the time resolution. Two frequencies cannot be resolved by the windowed Fourier transform unless they are more than \( \Delta \omega \). 

Figure 2. The argument of the windowed Fourier transform.
apart. Likewise two pulses cannot be resolved unless they are more than $\Delta t$ apart. Equation 12 indicates that increased resolution in frequency is bought only with decreased resolution in time and vice versa. Note that if the windowing function, $g(t)$, is a Gaussian, then the lower bound expressed in (12) is an equality (Rioul and Vetterli, 1991).

Examples of other windowing functions and their characteristics can be found in the signal processing literature; see, for example, Harris (1978).

2.2 Wavelets

The basic ideas of wavelets are covered in this section. Discrete and continuous wavelets are covered. Time-frequency resolution of the windowed Fourier transform and of the wavelet transform are discussed in enough detail to make the differences clear and a theorem introducing multiresolution analysis is presented in detail. The theorem is illustrative of the process of wavelet analysis and the characteristics of wavelet bases and wavelet functions. Multiresolution analysis is an important development of wavelets and is based on previous work in video decomposition (Burt and Adelson, 1983).

2.2.1 Characteristics of Wavelet Functions

Generating $L^2(0,2\pi)$ and $L^2(\mathbb{R})$

$L^2(0,2\pi)$ is the set of all measurable (piecewise continuous) functions, $f$, defined on the interval $(0,2\pi)$ in $\mathbb{R}$ such that

$$\int_{0}^{2\pi} |f(x)|^2 \, dx < \infty . \quad (13)$$

Any function $f \in L^2(0,2\pi)$ can be extended periodically to the real line by defining

$$f'(x) = f(x - 2\pi) \quad (14)$$

for all $x \in \mathbb{R}$. This function space is generated by the basis $\{e^{inx}\}$. This basis is the set of integer dilations of $f(x) = e^{ix}$.

The spaces $L^2(0,2\pi)$ AND $L^2(\mathbb{R})$ are different. In particular, a function in the latter satisfies
\[
\int_{x=-\infty}^{\infty} |f(x)|^2 \, dx < \infty. \tag{15}
\]

The space \(L^2(\mathbb{R})\) is the set of all measurable functions (again, piecewise continuous) that satisfy (15); that is, they are square integrable. Another interpretation of \(L^2(\mathbb{R})\) is that it is the space of one-dimensional signals with finite energy. It is clear from (15) that the \(\{e^{inx}\}\) basis functions of \(L^2(0,2\pi)\), sines and cosines (waves), do not belong to \(L^2(\mathbb{R})\).

Are there waves or wavelike functions that do belong to \(L^2(\mathbb{R})\) that can be used to generate the space? If they exist, it is clear again from (15) that such a wavelike function must decay or go to zero fairly quickly (this is one explanation for the use of the term "wavelet," as a little or small wave). To get the wavelike function to cover all of the real line it is now necessary to translate (shift) our function over the real line. To cover all "frequencies" like the basis \(\{e^{inx}\}\) does for \(L^2(0,2\pi)\) we must dilate and contract our function. The result is that we do not have single frequency waves, but waves that partition frequencies into frequency bands (octaves).

The demonstration of a wavelet basis for \(L^2(\mathbb{R})\) will be taken up in a later section of this report.

The norm of a function \(f(x) \in L^2(\mathbb{R})\), indicated by \(\|f\|\), is the square root of the inner product of the function with itself or

\[
\|f\| = \left[ \langle f(x), f(x) \rangle \right]^{1/2} = \left[ \int_{x=-\infty}^{\infty} |f(x)|^2 \, dx \right]^{1/2}. \tag{16}
\]

**Dilation**

A dilation of a function, \(f(x)\), is another function \(g(x)=f(kx)\) where \(0<k<1\). This has the effect of "spreading" the function out over its domain. A contraction, the opposite of dilation, of a function has \(k>1\). The action of a contraction is "squeezing" the function over its domain.

For example, let \(\psi\) be the Haar wavelet defined in (2). Then, a dilation of the Haar wavelet, \(k=1/2\), is
Dilations and contractions are used to change the basic wavelet (mother wavelet) to another scale. That is, by dilation and contraction, a wavelet analysis can partition a signal (or function) into "frequency bands" or octaves determined by scale, rather than into single frequencies as does a Fourier analysis. The scale parameter is most often 2 (binary dilation and contraction), but other scale parameters are also possible. Binary dilations of the mother wavelet can then be indexed by the integers, that is

\[ \psi(2^j x) = \begin{cases} 
1 & 0 \leq x < 2^{-j} \\
-1 & 2^{-j} \leq x \leq 2^{-j+1} \\
0 & \text{otherwise} \end{cases} \]  

where \( j \in \mathbb{I} \). In Section 2.2.3 I take up the advantages of this partitioning to time-frequency resolution offered by wavelets and in Section 2.2.6, I offer an example of such a partitioning.

**Translation**

A translation of a function, \( f(x) \), is another function, \( g(x) = f(x-k) \) which has the effect of moving the function, shifting \( f(x) \), to the right, if \( k \) is positive. If \( k \) is negative, the function is translated to the left. Translations of wavelets are generally translations by dyadic rationals (this means that the numerator and denominator are determined by separate indices). This is necessary to ensure that the entire real line is covered even when the scale changes. For example, consider
where k and j are both integers. Note that \( -j \) indexes both the dilation factor, \( 2^j \), and the denominator of the dyadic translation, \( k/2^j \) (in terms of the notation used in (1), \( a=2^j \) and \( b=k2^j \)). This guarantees that successive translations, \( k \) increased or decreased by one, are adjacent and leave no uncovered gaps in the real line. Notice that all wavelets in a family (defined by a basic or mother wavelet) can be indexed by scale and translation. Section 2.2.6 gives a detailed example of translation and dilation indexing in a wavelet analysis.

**Definition of a Wavelet**

A wavelet is a function, \( \psi(x) \in L^2(\mathbb{R}) \), such that

\[
\int |\xi|^{-1}|\hat{\psi}(\xi)|^2 d\xi < \infty ,
\]

which is known as the admissibility condition. This implies that with sufficient decay at infinity

\[
\int \psi(x)dx = 0 .
\]

A single wavelet generates a wavelet family (later a wavelet basis or a frame) by the formula

\[
\psi_{j,k} = 2^{j/2} \psi\left(2^{-j}x - k\right) .
\]

Note that

\[
\|\psi_{j,k}\| = \|\psi\| .
\]

For wavelets in a particular class (which we shall investigate later) there exists a scaling function \( \phi(x) \) which corresponds to \( \psi(x) \). Several necessary properties or conditions on wavelets can be analyzed in terms of the scaling function and will be taken up in later sections.

**The Scaling Function**

A basic wavelet can be defined in terms of a scaling function. For example, the Haar wavelet (2) can be written in terms of the scaling function \( \phi(x) \) by
\[ \psi(x) = \phi(2x) - \phi(2x - 1) \]  

(25)

where

\[ \phi(x) = \begin{cases} 1 & 0 \leq x < 1 \\ 0 & \text{otherwise} \end{cases}, \]

(26)

which is the scaling function associated with the Haar wavelet. The scaling function is not necessarily unique for any wavelet.

The scaling functions for each separate scale, \( j \), are determined by the recursive relationship

\[ \phi_j(x) = \sum_{k=0}^{\infty} c_k \phi_{j-1}(2x - k) \]

(27)

where \( \phi_0 \) is given by (26), and where the recursive coefficients, \( c_k \)'s, are not trivially determined. Note here that only finitely many of the \( c_k \)'s are non-zero. Determining the \( c_k \)'s will not be taken up in this report. See, for example, Daubechies (1992) or Strichartz (1993).

Wavelets are defined recursively. Therefore, except for the Haar wavelets, a wavelet cannot be defined in closed form. The problem with wavelets here is that their distinct properties cannot be determined directly, but only indirectly by dealing with the recursion relationships, specifically the recursion coefficients that define the scaling function (27) and that define the wavelets at the same scale as \( \phi_j \) by

\[ \psi_j(x) = \sum_{k} (-1)^k c_{j-k} \phi_j(2x - k) \]  

(28)

Thus, in practice, an individual wavelet in the wavelet family is defined in terms of the scaling function at the same scale as the wavelet and the scaling function is defined in terms of the scaling function \( \phi_0 \) that is associated with the mother wavelet \( \psi(x) \). It is clear that everything is determined by the scaling function and the recursion coefficients. More on the scaling function is discussed in later sections. This property of definition by recursion is one reason that wavelets receive much attention as there are many ways to accelerate the recursive process to do the necessary computations. Strang (1989) even refers to wavelets as "recursion heaven."
Equations 27 and 28 indicate that wavelets and the associated scaling functions have a self-similar nature due to the processes of recursive definition.

### 2.2.2 The Continuous Wavelet Transform

A method of getting increased resolution in both time and frequency is the "constant Q analysis," where Q stands for quality factor. The main feature here is that frequency resolution is proportional to the frequency or

\[ \frac{\Delta \omega}{\omega} = c. \]  

(29)

In constant Q analysis there is a filter bank with constant relative bandwidth, i.e., where c is constant. Instead of a single filter, as in the windowed Fourier transform, the bandwidth of each one of the bandpass filters, or windowing functions, in the bank is proportional to its central frequency. The bandpass filters in a constant Q analysis do not necessarily have to be similar or related.

The wavelet transform does the same type of windowing analysis as a constant Q approach except that all the filters are related. In fact, they are scaled and translated versions of the same function, called the mother wavelet or the analyzing wavelet (or just plain wavelet). The continuous wavelet transform is

\[ \left( T_{\text{wave}} f \right)(a,b) = |a|^{-\frac{1}{2}} \int f(t) \psi \left( \frac{t-b}{a} \right) dt \]  

(30)

where a, b are real, a ≠ 0, and \( \psi \) is the mother wavelet or analyzing wavelet. The functions

\[ \psi_{a,b} = |a|^{-\frac{1}{2}} \psi \left( \frac{t-b}{a} \right) \]  

(31)

are wavelets, as in little waves. The mother wavelet or analyzing wavelet is \( \psi_{1,0} \). The family \( \{ \psi_{a,b} \} \) is generated by the mother wavelet. At this point the family \( \{ \psi_{a,b} \} \) is assumed to be a suitable basis of \( L^2(\mathbb{R}) \). The mother wavelet is also referred to as the generating wavelet since it generates a basis.

Note the similarity of (30) with the windowed Fourier transform, (10). Both are inner products of a signal (function) with a set of doubly indexed functions.
To recover $f$, the reconstruction formula for (30) is given by

$$
\int_{a=-\infty}^{\infty} \int_{b=-\infty}^{\infty} \left(T^{\text{wav}} f\right)_{a,b} \frac{dadb}{a^2} = \psi_{\psi} (32)
$$

where

$$
C_{\psi} = 2\pi \int |\xi|^{-1} |\hat{\psi}(\xi)|^2 d\xi . \tag{33}
$$

Equation 33 must clearly be bounded, see (21), for (32) to make any sense. So, equation 33 is known as the admissibility condition. Proof of (32) can be found in Daubechies (1992) or Chui (1992).

### 2.2.3 Time-Frequency Localization

It has already been indicated that wavelets give increased time-frequency resolution, whereas the windowed Fourier transform is limited by an uncertainty relationship. This is explained in more detail here; even further details can be found in Chui (1992) or Daubechies (1992).

The windowed Fourier transform attempts to introduce time localization to signal analysis. Notice that (10) is a function of both time and frequency. The transform maps the signal from the time domain (the real line) to the time-frequency plane (phase space). However, as mentioned before, time and frequency resolution of the windowed Fourier transform is fixed since that same window is used for all frequencies. This can be seen in the following.

The Gaussian is the optimal window for time-frequency resolution since (12) is an equality for a Gaussian. Note also that the Fourier transform of a Gaussian is another Gaussian. The general Gaussian is

$$
g_\alpha(t) = \frac{1}{2\sqrt{\pi \alpha}} e^{-\frac{t^2}{4\alpha}} , \tag{34}
$$

where $\alpha$ is a fixed and positive constant. It can be shown that the width, RMS duration, of the Gaussian window function is $\alpha^{1/4}$, see Chui (1992). The form of the windowed Fourier transform (10) is then
This is interpreted as the localization of the Fourier transform of \( f(t) \) around time \( b \) by the windowing function \( g_\alpha(t) \). If we let

\[
G_{\alpha,b,\omega}(t) = e^{i\omega t} g_\alpha(t - b),
\]

then (35) becomes

\[
\left( T_{a,b}^{\text{win}} f \right)(\omega) = \int_{t=-\infty}^{\infty} f(t)\overline{G_{\alpha,b,\omega}(t)}dt.
\]  

Note that (37) is the inner product

\[
\left( f, G_{\alpha,b,\omega} \right).
\]

Now, by invoking Parseval's identity

\[
\left( f, G_{\alpha,b,\omega} \right) = \frac{1}{2\pi} \left( \hat{f}, \hat{G}_{\alpha,b,\omega} \right),
\]

which relates inner products of \( L^2(\mathbb{R}) \) functions with the inner products of their Fourier transforms, we arrive at

\[
\int_{t=-\infty}^{\infty} \left( e^{-i\omega t} f(t) \right) \overline{g_\alpha(t - b)} dt
\]

\[=
\frac{\pi}{\alpha} e^{-ib\omega} \left[ \frac{1}{2\pi} \int_{\eta=-\infty}^{\infty} \left( e^{i\eta \omega} \hat{f}(\eta) \right) \overline{g_\alpha(\eta - \omega)} d\eta \right].
\]

So, the windowed Fourier transform of \( f(t) \) at window width \( \alpha^{1/2} \) centered at \( t=b \) is equal to the windowed inverse Fourier transform at window width \( (\alpha/4)^{1/2} \) centered at \( \eta=\omega \) (up
to the leading coefficient). Hence, the frequency window is also fixed for every central frequency.

Time-frequency resolution is illustrated by Figure 3.

![Figure 3. Time-frequency resolution of the short-time Fourier transform.](image)

Our conclusion is that the time-frequency window is fixed for any choice of central frequency and for any choice of time. The implication is that the windowed Fourier transform is not useful in situations where it is necessary to analyze high and low frequencies at the same time.

Now show that the time-frequency window is not fixed for the wavelet transform. The general wavelet is again defined as

\[
\psi_{a,b}(t) = \left|a\right|^{-\frac{1}{2}} \psi\left(\frac{t-b}{a}\right).
\]  

(41)

And the wavelet transform of a signal (function), \(f(t)\), is
\[
\langle f, \psi \rangle = |a|^{\frac{1}{2}} \int f(t) \psi \left( \frac{t - b}{a} \right) dt ,
\]

where \( f(t) \in L^2(\mathbb{R}) \).

Assume that both \( \psi \) and its Fourier transform are window functions, that is \( \tau \psi(t) \in L^2(\mathbb{R}) \) and \( \omega \hat{\psi}(\omega) \in L^2(\mathbb{R}) \). This assumption has the appearance of handwaving. But not every wavelet meets this criteria. For example, the Fourier transform of the Haar wavelet does not fall off to zero quickly enough and hence cannot be a window function. The assumption is necessary to keep this discussion general for wavelets. For a detailed discussion see Daubechies (1992). Note that this is automatic for the Gaussian windowed Fourier transform.

By applying Parseval’s identity we have

\[
\langle f, \psi \rangle = \frac{d|a|^{-\frac{1}{2}}}{2\pi} \int \hat{f}(\omega) \hat{\psi}(\omega) d\omega .
\]

The Fourier transform of \( \psi(a\omega) \) is a window function with radius

\[
\frac{1}{a} \Delta \psi
\]

and center frequency \( \omega^* / a \), where

\[
\Delta \psi
\]

is the radius of the Fourier transform and \( \omega^* \) is the center frequency of the original wavelet (Chui, 1992). If we now consider the window as a filter with a center frequency of \( \omega^*/a \) and a bandwidth twice (44), then the ratio of the center frequency to the bandwidth is given by

\[
\frac{\omega^*}{2 \Delta \psi} .
\]

Notice that this is independent of the center frequency of the window. This is basically constant-Q filtering. Hence, the time window narrows for high-frequency analysis and
widens for low-frequency analysis because of the uncertainty relationship (12). This is illustrated graphically in the time-frequency plane in Figure 4.

![Figure 4](image)

**Figure 4.** Time-frequency resolution of the wavelet transform.

It must be pointed out that constant-Q filtering is a development of Fourier analysis; it is not exclusive to wavelet analysis. Constant-Q filtering can be accomplished by varying the $\alpha$ parameter in (34). The resulting windows are not necessarily scaled or translated versions of a basic Gaussian (however, they can be). In fact, windows for high and low frequencies may be totally different functions altogether. In a wavelet analysis, all the windows are scaled and translated versions of one function, the mother wavelet.

### 2.2.4 Frames and the Discrete Wavelet Transform

The discrete wavelet transform comes from the continuous wavelet transform (30) by discretizing the two parameters $a$ and $b$. Let $a = a_0^m$, where $m$ is an integer and $a_0 \neq 1$. The most "natural" choice for the dilation parameter is to set $a_0 = 2$, although this is by no means the only choice. For the translation parameter, $b$, we must make sure to relate it to $a_0$ so that the real line is covered as in 2.2.1. So let $b = nb_0a_0^m$ where $b_0 > 0$. Note that both $m$ and $n$ range over the integers. Hence, we have the discrete wavelet transform
\[
(W_{m,n} \psi) = \left| a_0 \right|^2 \int f(t) \psi(a_0^{-m} t - nb_0) dt,
\] (47)

which is just the inner product

\[
\langle f, \phi_{m,n} \rangle
\] (48)

in \( L^2(\mathbb{R}) \). The question now is whether these coefficients, from (47), completely characterize \( f \). Or equivalently, can \( f \) be completely reconstructed from the coefficients (47)? The answer is yes, if the \( \{\phi_{m,n}\} \) is an orthonormal basis of \( L^2(\mathbb{R}) \). But, the wavelet basis does not necessarily have to be orthonormal. Nor does the family \( \{\phi_{m,n}\} \) have to be a basis at all. The condition is that the \( \{\phi_{m,n}\} \) must constitute a frame. The family \( \{\phi_{m,n}\} \) is a frame in \( L^2(\mathbb{R}) \) if for all functions, \( f \in L^2(\mathbb{R}) \), there exist real numbers, \( A > 0 \) and \( B < \infty \), such that

\[
A \|f\|^2 \leq \sum_{m,n} \left| \langle f, \phi_{m,n} \rangle \right|^2 \leq B \|f\|^2.
\] (49)

This is an admissibility condition for the discrete wavelet transform. If \( A = B \) the frame is called a tight frame and if \( A=B=1 \) the frame is an orthonormal basis of \( L^2(\mathbb{R}) \). In the case that \( A=B \) the number is called the redundancy ratio, which is the ratio of frame vectors to the basis vectors of the space (Heil and Walnut, 1989).

The frame does not necessarily have to be a basis and in fact the frame does not necessarily have to be linearly independent. This implies that uniqueness of representation is lost. Nevertheless, recovery is numerically stable. Frames are useful in situations in which orthonormal bases can’t be used or in which conditions on the functions being analyzed make orthonormal bases unwieldy.

Note that the idea of frames is not new and that in fact the notion of frames is also used in Fourier analysis; specifically, it can be used to create orthonormal bases for the windowed Fourier transform (Daubechies, 1992).

A specific formula exists for exact reconstruction of \( f \) from the coefficients in terms of a discrete inverse wavelet formula, which is

\[
f = \sum_{m,n} \langle f, \phi_{m,n} \rangle \phi_{m,n}
\] (50)
where the kernel function of the inverse formula (or the dual of $\psi$) is indicated by the tilde. There are problems with the dual in that it also must generate a wavelet family which constitutes a frame. Another problem is that the dual might not be in $L^2(\mathbb{R})$.

### 2.2.5 Orthonormal Wavelet Bases With Compact Support

An orthonormal basis of functions of $L^2(\mathbb{R})$ is useful for several reasons. The $L^2(\mathbb{R})$ functions can be represented by a linearly independent set of basis functions uniquely. With an orthonormal basis, the expansion coefficients may be computed by use of the inner product for $L^2(\mathbb{R})$. The alternative is to compute the coefficients by a large system of equations which could be very time consuming (Alpert, 1992).

An orthonormal basis is also stable. This is extremely important in numerical representation of functions. The idea is that if the coefficients of the representation of a function are perturbed then the function itself is perturbed the same amount and vice versa. This is important since numerical representations are truncated; that is, computers can only represent real numbers to finite precision (Alpert, 1992).

A method giving an orthogonal decomposition of subspaces of $L^2(\mathbb{R})$ is important for multiresolution analysis. This will be taken up in the next section.

Compact support is desirable in signal processing to avoid distortion in compression. Basically, a reconstructed signal which is the result of linear filtering will avoid distortion if the filter has linear phase (Riou and Vetterli, 1991).

Daubechies (1988) has discovered a family of orthonormal wavelet bases with compact support. The Haar function is the first member in the family. Of this family, the Haar function is the only one that has a closed form solution. The properties of the other wavelets in the family may only be observed indirectly. An example of this is given in section 2.2.7 which gives a method to determine the orthonormality of a general wavelet. Other members of the Daubechies family of wavelets are graphically displayed in the Appendix along with their filter coefficients.

### 2.2.6 Introduction to Multiresolution Analysis

Multiresolution analysis is a method of analyzing a signal at different scales, and hence is also referred to as multiscale approximation. Multiresolution analysis is probably the most significant development in the work on wavelets. It has application to pattern recognition (in artificial intelligence), image compression, and signal analysis and detection. Nevertheless, the ideas aren’t new since multiresolution analysis is a further development and refinement of the Laplacian pyramid scheme of Burt and Adelson (1983).
The simplest of wavelet functions is the Haar function, or Haar wavelet (2). The Haar function is widely used for illustrative purposes, but it is not a very useful analysis tool. I will use the Haar wavelet to present an illustrative proof of a theorem from Daubechies (1992) which is rich in the basic ideas of wavelets, uses wavelets as an analysis tool, and introduces the basic concept of multiresolution analysis. The family of wavelets with the Haar function (2) as the generating wavelet is defined by

$$\psi_{j,k} = 2^{-j/2} \psi(2^{-j} x - k),$$

(51)

where \(j\) and \(k\) are integers and \(\psi\) is the Haar wavelet. Here \(j\) is the scale factor and \(k\) is the translation factor. The scale factor operates on the integer 2, the dilation factor. This is not the only choice for the dilation factor, by any means, although it is convenient. The subscripts, \(j\) and \(k\), and the dilation factor characterize the individual wavelets.

**THEOREM:** The family of functions, \(\{\psi_{j,k}\}\), as defined by (51) and with the Haar Wavelet as the mother wavelet is an orthonormal basis of \(L^2(\mathbb{R})\).

**PROOF:** The first task is to show that the \(\psi_{j,k}\) are indeed orthonormal. That is, show that

$$\langle \psi_{j,k}(x), \psi_{j',k'}(x) \rangle = \begin{cases} 1 & \text{if } j=j', k=k' \\ 0 & \text{otherwise} \end{cases}.$$  

(52)

The left side of (52) is the inner product in \(L^2(\mathbb{R})\) and is given by

$$\int_{x=-\infty}^{\infty} \psi_{j,k}(x) \psi_{j',k'}(x) dx.$$  

(53)

Suppose the scale is the same, \(j=j'\). Then, if the translation is the same, \(k=k'\), we have

$$\int_{x=-\infty}^{\infty} \psi_{j,k}^2(x) dx = 1.$$  

(54)

(The poor readers are left to fend off the ugly integrations for themselves).

If the translation is not the same, \(k \neq k'\) (scale still the same), then the two wavelets do not overlap. And since each wavelet equals zero on the support of the other, their product is zero.
Now suppose that the scale is not the same, \( j \neq j' \). If the wavelets do not overlap, then their product is zero as above. If the wavelets do overlap we have the situation below in Figure 5.

![Figure 5. Overlapping wavelets of different scale-Haar mother wavelet.](image)

The product of these two wavelets is just the smaller-scale wavelet times a constant (the constant amplitude of the larger-scale wavelet). The integral of the product is proportional to the integral of the smaller-scale wavelet, which is zero, see (21) and (22).

Hence, the family of wavelets, \( \{\psi_{j,k}\} \), is orthogonal. Orthonormality follows from the fact that the square root of the norm of any of the \( \psi_{j,k} \)’s equals one.

The second task is to show that any function \( f' \in L^2(\mathbb{R}) \) can be arbitrarily approximated by a finite linear combination of members of \( \{\psi_{j,k}\} \). That is, I must show that given \( \varepsilon > 0 \)

\[
\left\| f' - \sum_j \sum_k C_{j,k} \psi_{j,k} \right\| < \varepsilon, \quad (55)
\]

where the \( j \)’s and \( k \)’s are bounded (note here that the double summation in (55) is called a wavelet series) and \( \| \cdot \| \) indicates the norm for \( L^2(\mathbb{R}) \) given by (16). Recall that \( L^2(\mathbb{R}) \) can be interpreted as the space of square integrable functions characterized by (13.). Thus, the second task is to show that a signal with finite energy can be arbitrarily
approximated by a finite linear combination of the members of \( \{\psi_{j,k}\} \) which are also in \( L^2(\mathbb{R}) \). It is known that \( f' \) can be arbitrarily approximated by a function, \( f \), with compact support, which is piecewise constant on the intervals \([\ell 2^{-m}, (\ell+1)2^{-m}]\) where \( \ell, m \in \mathbb{I} \). The function, \( f \), is simply a step function with step width of \( 2^{-m} \). The integer, \( \ell \), indexes the intervals of width \( 2^{-m} \). Therefore, we can find an \( f \) such that

\[
\| f - f' \| < \frac{\varepsilon}{2}.
\]  

(56)

Then, by showing that

\[
\left\| f - \sum_j \sum_k C_{j,k} \psi_{j,k} \right\| < \frac{\varepsilon}{2},
\]

and by invoking the triangle inequality, we have

\[
\left\| f' - \sum_j \sum_k C_{j,k} \psi_{j,k} \right\| \leq \left\| f - f' \right\| + \left\| f - \sum_j \sum_k C_{j,k} \psi_{j,k} \right\| < \frac{\varepsilon}{2} + \frac{\varepsilon}{2} = \varepsilon.
\]

(58)

We have introduced a step function, \( f \), that arbitrarily approximates \( f' \). Thus the task, proving (58), is to show that the finite linear combination of members of \( \{\psi_{j,k}\} \) arbitrarily approximate \( f \). So, let \( f \) be supported on \([-2^M, 2^M]\) and be piecewise constant on the intervals, \([\ell 2^{-M}, (\ell+1)2^{-M}]\), where \( M \) and \( M' \) are positive integers. The integer \( \ell \) indexes the intervals of which there are \( M+M'+1 \).

Let \( f^0 = f \). And let \( f^0_\ell = f^0 \) on the interval \([\ell 2^{-M}, (\ell+1)2^{-M}]\). The basic process is to decompose \( f^0 \) into two parts,

\[
f^0 = f^1 + \delta^1,
\]

(59)

where \( f^1 \) is the same type of function as \( f^0 \), but with step width \( 2^{-M+1} \), that is, the step width of \( f^1 \) is twice as long as that of \( f^0 \). The \( \delta^1 \)'s represent the fine level of detail that is subtracted from \( f^0 \) to get \( f^1 \). The new step function, \( f^1 \), approximates \( f^1 \) on the intervals \([n2^{-M+1}, (n+1)2^{-M+1}]\). Define \( f_n^1 = f^1 \) on the interval \([n2^{-M+1}, (n+1)2^{-M+1}]\) and let

\[
f_n^1 = \frac{f_n^0 + f_{n+1}^0}{2}.
\]

(60)
So, the $f_n^1$'s are determined by the process of averaging consecutive $f_\ell^0$'s which is illustrated in Figure 6.

Figure 6. Averaging process.

Hence, $f_\ell^1$ is the average of $f_\ell^0$ over the intervals $[n2^{-M+1},(n+1)2^{-M+1})$. Notice that $f_\ell^1$ is a fuzzier (more blurred) or less detailed approximation of $f_\ell^0$ than $f_\ell^0$ since the high frequency information has been taken out of $f_\ell^0$. This "filtering" process is illustrated in Figure 7.

The function, $\delta_1^1$, is also piecewise constant, as is $f_\ell^0$, on the intervals $[\ell2^{-M},(\ell+1)2^{-M})$, and has the same step size as $f_\ell^0$. So, $\delta_1^1$ must be subscripted the same as $f_\ell^0$. The sum of the pair $\delta_{2n}^1, \delta_{2n+1}^1$ is just a translated and scaled version of the Haar wavelet (2), the mother wavelet, and so is one of the $\psi_{j,k}$’s, since

$$\delta_{2n}^1 = f_{2n}^0 - f_n^1 = \frac{1}{2}(f_{2n}^0 - f_{2n+1}^0), \quad (61)$$

and

$$\delta_{2n+1}^1 = f_{2n+1}^0 - f_n^1 = \frac{1}{2}(f_{2n+1}^0 - f_{2n}^0) = -\delta_{2n}^1. \quad (62)$$

Note here that $2n=\ell$. 
So, $\delta^1$ can be written as the sum

$$\delta^1 = \sum_{\ell=-2^{M+M-1}+1}^{2^{M+M-1}} \delta^1_\ell \psi(2^{M-1}x - \ell)$$

(63)

or in a more compact and convenient notation

$$\delta^1 = \sum_{\ell} C_{-M+1,\ell} \psi_{-M+1,\ell}.$$ 

(64)

And, $f^0$ can now be written as

$$f^0 = f^1 + \sum_{\ell} C_{-M+1,\ell} \psi_{-M+1,\ell}.$$ 

(65)

The same process can be applied to $f^1$, which leads us to
This second step is illustrated in Figure 8.

![Figure 8. Second averaging process.](image)

This process is continued until the entire support of \( f \), \([\mathcal{-2M}, \mathcal{2M}]\), is covered, and we have

\[
f^1 = f^2 + \sum_{\ell} C_{-M+2,\ell} \psi_{-M+2,\ell}.
\]  

(66)

where \( f^1 = f^{M+M'} + \sum_{j=M+1}^{M'} \sum_{\ell} C_{j,\ell} \psi_{j,\ell} \)  

(67)

This constant function \( f^{M+M'} \) is the average of \( f \) on the interval \([-2^{M'}, 0)\), and \( f_0^{M+M'} \) is the average of \( f \) on the interval \([0, 2^{M'})\); see Figure 9.
Figure 9. The function $f^{M+M'}$.

We can continue the above decomposition process

$$f^{M+M'} = f^{M+M'+1} + \delta^{M+M'+1}, \tag{69}$$

where

$$f^{M+M'+1} = \begin{cases} 
\frac{1}{2} f_0^{M+M'+1} & \text{on } [0, 2^{M'+1}) \\
\frac{1}{2} f_{-1}^{M+M'+1} & \text{on } [-2^{M'+1}, 0) 
\end{cases}, \tag{70}$$

and

$$\delta^{M+M'} = \frac{1}{2} f_0^{M+M'}\psi(2^{-M-1}x) - \frac{1}{2} f_{-1}^{M+M'}\psi(2^{-M-1}x+1). \tag{71}$$

What has happened is that we have continued the averaging (decomposition) process beyond the support of $f$. There is nothing to stop us from taking the averages over the larger interval. This is illustrated in Figure 10.
Figure 10. Decomposing beyond the support of $f$.

We can continue with this process and obtain

$$f = f^{M+M'+N} + \sum_{j=-M+1}^{M'+N} \sum \mathcal{C}_{jA_i} \psi_{jA_i},$$

(72)

where $N$ indicates how many times we have averaged beyond the support of $f$. The double summation, in (72), is the finite linear combination of the $\delta$’s which are just the scaled and translated wavelets, or a finite linear combination of members of the family $\{\psi_{j,k}\}$. Note here that the support of $f^{M+M'+N}$ is $[-2^{M'+N}, 2^{M'+N}]$, and note further that

$$f^{M+M'+N} = \begin{cases} 2^{-N} f_{0}^{M+M'} & \text{on } [0, 2^{M'+N}] \\ 2^{-N} f_{-1}^{M+M'} & \text{on } [-2^{M'+N}, 0]. \end{cases}$$

(73)

If we subtract the double summation from both sides in (72) then the left side of (57) is
By taking $N$ large enough, this expression is as small as we want, which will satisfy (57) and in turn (58), which proves the theorem.

This theorem is an introduction to multiresolution (multiscale) wavelet analysis. Each $f^m$ is contained in a subspace, $V_m$, $m \in I$, of $L^2(\mathbb{R})$. The subspace $V_m$ is the space of all functions that are piecewise constant on the intervals $[\ell 2^{-m}, (\ell + 1)2^{-m})$. What a surprise! The spaces, $V_m$, are called a ladder of spaces and have the following properties:

\[ \cdots \subset V_2 \subset V_1 \subset V_0 \subset V_{-1} \subset V_{-2} \cdots, \]
\[ \cap V_m = \{0\}, \]
\[ \text{CLOS } U V_m = L^2(\mathbb{R}), \]
\[ f \in V_m \iff f(2^{-m} \cdot) \in V_0, \]
\[ f \in V_m \iff f(\cdot-n) \in V_m. \]

Any sequence of subspaces of $L^2(\mathbb{R})$ which satisfy (75) is a multiresolution analysis. Note that these properties indicate that the $V_m$’s are just scaled versions of one space. Now for the real surprise! If there exists a sequence of subspaces of $L^2(\mathbb{R})$ that satisfy (75), then there exists a function $\varphi \in V_0$ such that $\varphi_{0,k}(x) = \varphi(x-k)$ is an orthonormal basis of $V_0$, and the associated wavelet basis is an orthonormal basis of $L^2(\mathbb{R})$ (Mallat, 1989a). This function, $\varphi$, is called the scaling function of the multiresolution analysis (or the scaling function of the associated wavelet $\psi$), and is not necessarily unique. The scaling function is said to generate the multiresolution analysis. For the Haar wavelet, the scaling function is

\[ \varphi(x) = \begin{cases} 1 & 0 \leq x < 1 \\ 0 & \text{otherwise} \end{cases}. \]
Our mother wavelet can be described in terms of the scaling function as in (25). More generally the wavelet is defined by

\[ \psi(x) = \sum_n (-1)^n \alpha_{-n+1} \phi(2x-1), \]  

(77)

where the coefficients

\[ \alpha_n = \sqrt{2} \langle \phi_1, \phi_{-1,n} \rangle. \]  

(78)

**The Laplacian Pyramid Scheme**

Multiresolution analysis is an application and refinement of the Laplacian pyramid scheme of image encoding developed by Burt and Adelson (1983).

This technique takes the original image, g(0), and applies an appropriate low pass filter. The result of the filtering operation, g(1), is subtracted from the original image. This difference, L(0), is encoded and, since it is largely uncorrelated, can be easily compressed by other techniques. The resultant image, g(1), is then subjected to the same filtering operation at a different scale.

The result is the sequence L(0), L(1), L(2), L(3), ... , L(n). Note that the first element contains the high-frequency data, which is the most highly detailed information. Note also that the sequence g(0), g(1), g(2), ... , g(n-1) is a set of fuzzier and fuzzier (less detailed) versions of the original image. This set was called a "quasi-bandpass" copy of the original image and could be used directly, for example, for pattern recognition tasks. This Laplacian pyramid algorithm suffers from the fact that information at different levels is correlated. This leads to a significant question: Is similarity of adjacent detail images, L(i) and L(i+1) due to the redundant information added by the algorithm or is the similarity due to some property of the image? According to Mallat (1989c) this is not an easy problem to solve; however, it is crucial in pattern recognition.

This Laplacian pyramid scheme is the same basic technique used in multiresolution analysis. It was first applied by Stephane Mallat (1989a), with an orthonormal wavelet basis. The advantage of using wavelets for such a scheme is that the orthonormality at each scale eliminates redundancy. This in turn results in eliminating the correlation between resolution levels.
2.2.7 Determining Orthonormality of Wavelets

The orthonormality of the Haar wavelet basis can be determined directly since it is the only wavelet basis such that each member of the generated family can be described in closed form. For other wavelet bases, the individual wavelets can only be described recursively. In order to determine the orthonormality of a general wavelet we must use another approach.

Start with the scaling function of the general wavelet (27) and take its Fourier transform,

\[ \hat{\phi}(\xi) = \frac{1}{\sqrt{2}} \sum_n h_n e^{-in\xi} \hat{\phi}\left(\frac{\xi}{2}\right) \]  

where the \( h_n \)’s are filter coefficients, or the \( c_k \)’s in (27), then rewrite it as

\[ \hat{\phi}(\xi) = m_0\left(\frac{\xi}{2}\right) \hat{\phi}\left(\frac{\xi}{2}\right). \]  

We then note a result from Daubechies (1992) that states that for every orthonormal family of functions, \( \varphi(x-n), \) in \( L^2(\mathbb{R}) \)

\[ \sum_\ell |\hat{\phi}(\zeta + 2\pi \ell)|^2 = \frac{1}{2\pi}. \]  

Substitute (80) into (81) and we have

\[ \sum_\ell |m_0(\zeta + \pi \ell)|^2 \left| \hat{\phi}(\zeta + \pi \ell) \right|^2 = \frac{1}{2\pi}. \]  

Note that \( \zeta = \xi/2. \) If we now separate the summation of (82) into odd and even terms, and apply (81) while noting that \( m_0 \) is periodic, we have

\[ |m_0(\zeta)|^2 + |m_0(\zeta + \pi)|^2 = 1, \]  

which is the condition we want. If (83) is satisfied then we have an orthonormal wavelet basis of \( L^2(\mathbb{R}). \) We note that this requires knowledge of the recursion coefficients, \( h_n. \)
We have found a method to check for orthonormality. We note that some wavelet bases can be "made" into an orthonormal family by an orthogonalization trick. The formula in terms of the non-orthogonal scaling function is

\[
\hat{\phi}^* (\xi) = \frac{1}{2\pi} \left[ \sum_{l} |\hat{\phi}(\xi + 2\pi l)|^2 \right]^{-\frac{1}{2}} \hat{\phi} (\xi), \tag{84}
\]

where the original non-orthogonal family constitutes a Riesz basis. For details on Riesz bases consult Daubechies (1992) or Chui (1992). Basically, a Riesz basis (or an unconditional basis) is a basis which is a frame as well (Ruskai, 1992).

### 2.2.8 Approximation Qualities of Wavelets

The approximation qualities of wavelets can be stated as follows: All polynomials of degree less than or equal to \(p-1\) can be written as linear combinations of the translates of \(\phi\). Suitably smooth functions, functions for which the \(p^{th}\) derivative exists, can be approximated with error \(O(h^p)\) by linear combinations of the translates of \(\phi^j\) such that

\[
\left\| f - \sum_k a_k \phi(2^{-j} x - k) \right\| \leq C 2^{jp} \left\| f^{(p)} \right\|, \tag{85}
\]

where \(h\) is the scale, \(2^{-j}\). The first \(p\) moments of the wavelet \(\psi(x)\), associated with the scaling function \(\phi(x)\), are zero, that is

\[
\int x^m \psi(x) dx = 0, \quad m = 0, \ldots, p - 1. \tag{86}
\]

The wavelet coefficients of a suitable smooth function decay like \(C 2^{-jp}\).

These statements follow from a previously developed theory of translates which states that for accuracy \(h^p\), the Fourier transform of \(\phi\) must have zeros of order \(p\) at all points \(\xi=2\pi n\). This implies that \(m_0\), from (80), has a zero of order \(p\) at \(\xi=\pi\) (Strang, 1989; Daubechies, 1992; and Beylkin et al, 1992).
3. TELECOMMUNICATIONS ISSUES

This section covers a few applications of wavelets to issues important to telecommunications. The section on signal processing points out the strong connection of wavelets and finite impulse response filter theory and extends the ideas presented on multiresolution analysis to two dimensions which is important to video signal processing. Since audio signals are also important to telecommunications a brief section is included on the multiresolution analysis which is carried out by the human hearing system. And finally ideas which generalize the orthonormal wavelet bases are presented.

3.1 Signal Processing

This section discusses the connection of wavelets to already known filter bank theory. It is pointed out that filter sequences which characterize wavelets are already known and characterized by workers in filter bank theory. They are quadrature mirror filters (or quadrature conjugate filters). An extension of multiresolution analysis to two-dimensional signals is also presented.

3.1.1 Filter Banks and Wavelets

Finite impulse response filter bank theory includes orthogonal wavelet bases. In fact, orthonormal wavelet bases with compact support is a special case. While Daubechies was constructing her orthonormal wavelet bases with compact support, characterized by the finite sequences satisfying (89) and (90), workers in filter bank theory were characterizing the same sequences as two-channel perfect reconstruction quadrature mirror filter (QMF) banks (also known as conjugate quadrature filter (CQF) banks) (Gopinath and Burrus, 1992; and Vaidyanathan and Hoang, 1988). A filter bank can be thought of, simply, as a filtering of a signal by several filters in parallel followed by subsampling. A filter is a convolution operator.

The sequence $h_n$ in (79) is called the scaling vector. The scaling vector determines the frequency decomposition of the discrete wavelet transform. The orthogonal properties of the scaling function and related wavelet function are determined by the scaling vector and follow from (79) (Gopinath and Burrus, 1992) by continuing to take Fourier transforms, that is

$$
\hat{\phi}(\xi) = \frac{1}{\sqrt{2}} \left[ \prod_{m=1}^{M} \sum_{n} h_n e^{\frac{in\xi}{2^m}} \right] \hat{\phi} \left( \frac{\xi}{2^M} \right).
$$

(87)
In the limit (87) becomes

\[ \hat{\phi}(\xi) = \hat{\phi}(0) \prod_{n=1}^{\infty} \frac{1}{\sqrt{2}} \sum h_n e^{-inx} \]  

(88)

which converges if

\[ \sum h_n = \sqrt{2} \]  

(89)

Now (89) and

\[ \sum h_n h_{n+2k} = \delta_{0,k} \]  

(90)

when satisfied by finite sequences \( h_n \) (along with additional regularity assumptions; that is, the number of times the wavelet function is continuously differentiable) are the characterization of the family of orthonormal wavelet bases with compact support that was discovered by Daubechies and by Vaidyanathan in filter bank theory (Daubechies, 1992 and Vaidyanathan and Hoang, 1988). In filter bank theory, filters which satisfy (90) are called QMF’s or QCF’s.

Lawton (1990) showed that any finite sequence \( h_n \) satisfying (89) and (90) is a scaling vector that leads to a tight frame (a frame that is a basis) in \( L^2(\mathbb{R}) \). In fact, Lawton (1990) showed that almost all choices for the sequence \( h_n \) lead to an orthonormal basis. From a filter bank point of view, these sequences are a two-channel (filter) perfect reconstruction filter bank (Vetterli 1992, Gopinath and Burrus 1992, with further reference to (Lawton, 1990). Very simply (and naively), the two channels (filters) are the scaling function (or scaling vector) and the wavelet (or wavelet vector).

### 3.1.2 Multiresolution Analysis in Two Dimensions

There are several wavelet methods for decomposing a two-dimensional signal. Some of these methods are used in wavelet techniques of numerical analysis applied to matrix operations. Numerical methods and associated issues are not fully discussed in this report. These methods have application to image compression, two-dimensional digital signal processing, and pattern recognition.

An analyzing wavelet for a two-dimensional multiresolution analysis in \( L^2(\mathbb{R}) \) can be created from the tensor product of two wavelet bases in \( L^2(\mathbb{R}) \). For example, if the wavelet functions in the one-dimensional basis are
\[ \psi_{j,k}(x) = 2^{\frac{j}{2}} \psi(2^{-j}x - k) \quad (91) \]

then the corresponding wavelets in two dimensions are defined as

\[ \psi_{j,k,m}(x,y) = \psi_{j,k}(x)\psi_{j,m}(y) \quad (92) \]

A problem with this representation is that the variables are dilated separately. Perhaps a more useful approach is the following, which starts with a separable multiresolution decomposition of \( L^2(\mathbb{R}^2) \) and produces three associated analyzing wavelets that together generate an orthonormal basis of \( L^2(\mathbb{R}^2) \). Separability means that each of the subspaces can be decomposed as a tensor product of two identical subspaces of \( L^2(\mathbb{R}) \). Details can be found in Mallat (1989a).

If the scaling function \( \phi(x) \) generates a multiresolution analysis of \( L^2(\mathbb{R}) \), then a scaling function generating a multiresolution analysis of \( L^2(\mathbb{R}^2) \) can be defined as

\[ \Phi(x,y) = \phi(x)\phi(y) \quad (93) \]

This is technically the tensor product of the two one-dimensional multiresolution analyses. If \( \psi(x) \) is the wavelet defined by the scaling function \( \phi(x) \), then

\[ \begin{align*}
\Psi^h &= \phi(x)\psi(y) \\
\Psi^v &= \psi(x)\phi(y) \\
\Psi^d &= \psi(x)\psi(y)
\end{align*} \quad (94) \]

are wavelets and generate an orthonormal basis of \( L^2(\mathbb{R}^2) \). The superscripts \( h, v, \) and \( d \) are meant to be descriptive of horizontal, vertical, and diagonal spatial orientations. The multiresolution decomposition of a two-dimensional image is illustrated in Figures 11-13. The multiresolution decomposition of a white square on a black background is illustrated in Figure 14.

If the coefficients of the scaling function \( \phi \) and the wavelet \( \psi \) are considered as the coefficients of the QMF filters, \( H \) and \( G \), respectively, in one dimension, then the decomposition process that leads to \( h^i \), for example, is

1. Applying the filter \( G \) to the rows of the image \( A^i \),
2. Down-sampling the columns by a factor of 2,
Figure 11. Original image.

Figure 12. First-level wavelet decomposition.

Figure 13. Second-level wavelet decomposition.

Figure 14. Wavelet decomposition of white box on black background (Mallat, 1989a).
3. Applying the filter H to the columns, and
4. Down-sampling the rows by a factor of 2.

Separable filtering follows from the separable multiresolution analysis. If the image $A^i$ is an $N \times N$ field, the resultant, $A^{i+1}$, is an $N/2 \times N/2$ field or one-fourth as large. The resultant image $h^i$ represents the vertical high frequencies. Thus, the horizontal edges from the image $A^i$ will be emphasized in the resultant $h^i$. Likewise, the vertical edges of the image $A^i$ will be emphasized in the resultant $v^i$. And, diagonal edges and corners will be emphasized in $d^i$. Note that in $d^i$ the high frequencies in both directions are emphasized. This is illustrated in Figure 14 (Mallat 1989a).

Figure 14 is the two-dimensional wavelet decomposition of a white square on a black background, which clearly indicates emphasis of edges and corners (diagonal edges). Strictly, the white areas of the resultants (referred to as detail images) represent the absolute values of the non-zero wavelet coefficients.

Each level of decomposition can be interpreted as a signal composition of frequency channels that are spatially oriented. Note that the emphasis here is on horizontal and vertical frequencies (vertical and horizontal edges respectively). This emphasis may not be appropriate for all two-dimensional signals or images.

An advantage is that this type of decomposition can lead to increased compression ratios since the orthogonality of the basis means that each level of decomposition is not correlated to the other levels; thus, redundant information is minimized. Another advantage is that efficiency of matrix operations on these images or signals is increased since a matrix representation may be reduced to a sparse matrix. This is not applicable to every image or two-dimensional signal.

### 3.2 The Human Hearing System and Wavelets

Wavelet analysis has been applied to efforts in modeling the human acoustical analysis system. Wavelets apply to the first stage of this analysis, which takes place in the cochlea of the inner ear. The structure and the processes of the cochlea are what drives the model. Wavelets do not apply farther than the cochlea in modeling the human hearing system; that is, wavelets do not apply to the brain processes. Multiresolution analysis (multiscale analysis) seems to mimic some of the processes in the cochlea.

If the cochlea is considered in an unrolled, stretched-out form (rather than its normal spiral shape) then a spatial coordinate, $y$, can be introduced along the stretched-out axis. A vibration (a pure tone for example) transmitted by the inner ear, travels in the cochlear fluid and causes a response excitation of the basilar membrane which has the same frequency as the tone, but with a window in $y$. The window is the region in
which the response excitation for that frequency reaches a maximum. The vibrations of the pure tone die out quickly after passing that window, or are subtracted from the input signal. The lower the vibration, the farther it travels in the cochlea. Hence, it appears that the cochlea manages a multiresolution analysis of incoming sound.

The dependence of the window on frequency corresponds to a shift by the logarithm of the frequency. This only applies to frequencies above approximately 800 Hz. A response function of a general excitation function in the cochlea can then be written as

\[ F(t, y) = \frac{1}{\sqrt{2\pi}} \int \hat{f}(\omega)e^{i\omega y}\phi(\log \omega)d\omega \]  \hspace{1cm} (95)

where the product of \( \phi \) and the exponential term is the window. This can be reduced to the form

\[ G(a, t) = |a|\int f(\tau)\psi(a(t - \tau))d\tau \]  \hspace{1cm} (96)

by setting

\[ \psi(e^{-x}) = \frac{1}{\sqrt{2\pi}} \phi(x) \]  \hspace{1cm} (97)

and setting \( y = \log a \), that is, \( F(t, \log a) = G(a, t) \) and applying the convolution theorem for Fourier transform pairs. Equation 96 is a wavelet transform. Note that dilation comes from the logarithmic shifts in the frequency (Daubechies, 1992).

The cochlea seems to naturally apply a multiresolution analysis to incoming vibrations. This naturally lends itself to a wavelet analysis. However, below 800 Hz the window dependence is linear rather than logarithmic. And wavelet filters are not necessarily the best filters for this step in the analysis. Any unity-gain, invertible filter can be used. There are other factors that enter into the choice of filter, such as shape and overlap. Other filters are known that model the cochlear processes more closely (Yang, 1992).

Research into modeling of the human hearing system has used wavelets largely because the wavelet transforms seem to model the spatial quality of the cochlear processes. Some researchers have used wavelets in an attempt to study sound structure to reduce sound to granular components that could characterize individual speech components. The speech can be reduced to individual components; however, wavelets do not solve the converse problem. That is, a wavelet decomposition, or multiresolution analysis, does not correspond to individual elements that make up speech (Liénard and d’Allesandro, 1990).
3.3 Wavelet Packets and Compression

The previous section on filters indicated that the wavelet decomposition is a two-channel filter bank. In this section, this idea is generalized beyond the wavelet basis to a multichannel scheme. In fact, this is a generalization of multiresolution analysis. Simply, starting with the orthogonal scaling vector of a wavelet, the $h_n$'s, we can decompose (decouple) the Hilbert Space $L^2(\mathbb{R})$ into many other orthogonal bases of which the wavelet basis is just one. Using one of the information cost functions such as Shannon entropy (uncertainty), or a predetermined cutoff (of the size of the coefficients) determined by the application, we can determine the best basis from among our library of bases corresponding to several different scaling vectors (wavelets) for characterization of the particular signal in question. There exist algorithms which bring the computations for such determination down to $O(CN \log N)$ where $N$ is the number of discrete samples and $C$ is the length of the filter (the scaling vector) (Coifman et al., 1992). For a segment of length $N$, note that there are $2^N$ bases per scaling vector.

A discrete signal with length $N=2^n$ is decomposed into $n$ wavelet packet bases. Coefficients in each representation that do not meet the cutoff are set to zero. A search is done for the basis subset that has the least number of non-zero coefficients (Wickerhauser, 1992). This is the best basis.

The particular functions that generate the wavelet packet bases are determined as follows:

$$W_0(x) = \phi(x), \quad W_1(x) = \psi(x), \quad (98)$$

$$W_{2n}(x) = \sqrt{2} \sum_k h_k W_n(2x - k), \quad (99)$$

and

$$W_{2n+1}(x) = \sqrt{2} \sum_k g_k W_n(2x - k), \quad (100)$$

where the $h_k$'s are the scaling vector and the $g_k$'s are the wavelet vector and

$$g_i = (-1)^i h_{-i+1}. \quad (101)$$

Note that (98) is just the scaling function and the wavelet determined by the scaling vector. The wavelet packet coefficients corresponding to a particular wavelet packet
function \( W \) for a function (signal) are determined by the inner product of the signal samples and the dilations and translations of the \( W_{2n+1} \)'s. The basis corresponding to the \( W_{2n+1} \)'s is constructed by dilation and translation just as a wavelet basis is constructed.

The procedure is not limited to wavelets. Trigonometric functions, Walsh functions, and smoothed Walsh functions are also part of the library of basic functions that generate orthonormal bases of \( L^2(\mathbb{R}) \). Like other time-frequency methods, wavelet packets work best when there is \textit{a priori} information about the signal. This way the best wavelet can be pre-selected that will provide the best basis.

From this library, the best basis can be selected to represent the signal. The methods used to choose the best basis are adaptive and generally use correlation of the individual bases with the signal. The higher the correlation the better the basis. Another method uses the uncertainty, (distance from the basis) as a measure of information, to determine the best basis.

A compression scheme can be seen with these methods. If a coefficient is not above a particular cutoff, then that coefficient is changed to zero. This scheme works best when a certain distortion, caused by compression, is allowable and can be characterized by some measure of the coefficients.

For details, including discussions on the algorithms, the reader is referred to (Coifman \textit{et al.}, 1992; Coifman and Wickerhauser, 1992; and Wickerhauser, 1992).

These wavelet packet techniques are based on what Daubechies (1992) calls the "splitting trick." Basically the space \( L^2(\mathbb{R}) \), can be split into two parts or frequency channels by filtering with wavelet filters. This corresponds to taking a signal, \( f(t) \), and splitting its spectrum into two parts. Then each part of the signal is handled as a separate signal. This allows for a variable frequency resolution of a signal.
4. NON-TELECOMMUNICATIONS APPLICATIONS

The following is a non-exhaustive listing of various applications for which wavelets have found at least some interest.

Since wavelets are a subset of harmonic analysis in mathematics it should come as no surprise that several applications of wavelets are found there. Wavelets have been applied to the numerical solution of partial differential equations (Liandrat et al., 1992; Perrier, 1990), to the study of singular integrals (David, 1991), path integrals (Paul, 1990), the theory of function spaces (Frazier and Jawerth, 1992), and abstract algebra (Bohnke, 1992).

The self similar nature of wavelets has led to their application to the study of fractals and in particular to the study of chaos and turbulence (Arneodo et al., 1991).

Most of the work of Mallat in developing multiresolution analysis has been driven by artificial intelligence work in pattern analysis and computer vision. (Mallat, 1989b,c; Mallat, 1991).

A signal processing application uses a wavelet analysis to detect delayed ventricular potentials in an electrocardiogram. These potentials in the heart are predictors of ventricular tachycardia (fast heart beat) or ventricular fibrillation. Normal Fourier DSP techniques have trouble distinguishing the late potentials due to normal muscle noise or general background noise. Wavelet digital signal processing may provide a method to detect such potentials (Tuteur, 1990).

There is a French paper that describes remote monitoring of a nuclear power plant using detectors based on wavelets. The idea is to monitor neutron noise to determine the state of the core and the instrumentation within the core. Non-stationary signal techniques are obviously needed in these applications. Wavelets seem to fit the bill and have also provided a method for real-time detection (Garreau, 1991).

Wavelets are being used in observational cosmology to determine the hierarchical structures of galaxy clusters. Such structures include clusters of stars, superclusters, and voids. This represents an advance since earlier techniques depended on artificial parameters which provided too much smoothing of the data (Slezak et al., 1990).
5. SUMMARY

This report provides an introduction to wavelets to the practicing technical expert in telecommunications. I have presented the mathematical basics of wavelets and have described a few issues important to telecommunications. The emphasis has been on providing information without getting bogged down in the ε’s and the δ’s of the mathematical details. Many results are stated without proof with references provided for the interested reader. The discussion is limited to real functions.
6. CONCLUSIONS AND RECOMMENDATIONS

The study of wavelets has proved to be an interesting exercise into several areas. However the study has been disappointing in that no new theory has been uncovered. Indeed the opinion is expressed in the literature that wavelets are not a major breakthrough since all the ideas and principles involved are well known. Thus, wavelets have provided a new way to apply these old ideas. However, the recent interest in wavelets has been fueled by a synthesis of the different ideas surrounding wavelets into a unified subject.

I have noticed several articles on wavelets in which the authors appear to be apologetic about using wavelets, see the paper by Yang (1992) for example. The application of wavelets to the human hearing system is disappointing in that the literature indicates that wavelets are known not to be the best way to model the human hearing system.

Another paper, on wavelets and filter banks (Gopinath and Burrus, 1992) declares that the ideas around multiresolution analysis have more to do with filter banks than the existence of a continuous wavelet function. This paper also shows that the some of the characteristics of wavelet filters are not important to digital signal processing.

Another disappointment is the repetition of information about wavelets in the literature. I have seen one paper that essentially has been repeated four times in different media and presents absolutely no new information. I have felt at times that the main use of wavelets is to provide researchers with publication material. This is unfair to those actually doing research, such as Stephane Mallat, who is looking for answers to pattern recognition problems.

Nevertheless, wavelets should be a part of the DSP tool box. Wavelets may provide increased resolution of signals in certain situations. In particular, when analyzing non-stationary signals, the time-frequency localization methods may be better than Fourier techniques. Wavelets hold some promise for computer vision and pattern recognition problems for which Fourier analysis has not provided adequate solutions. This by no means should imply that Fourier analysis techniques should be replaced. If the tried and true Fourier techniques are adequate to solve a problem then there is nothing gained by forcing "new" principles and techniques to provide exactly the same solution. It should be pointed out that there are many other techniques that can be applied to these problems. A look through the current signal processing literature is eye-opening in this regard.

I started this study with much enthusiasm about wavelets and what they could accomplish in the field of telecommunications. My attitude was dampened along the way as it became clear to me that wavelets will have application only in specific situations. The status of wavelet research is summed up in the following from a review of the wavelet books by Chui (1992).
"Wavelet theory has matured and become well understood by those in the engineering community. The last part of Chui’s second book shows that the use of wavelets in discrete-time signal processing is hard to justify. The wavelet regularity, which is a meaningful and important measure in wavelet theory, is shown to be practically insignificant in discrete time signal processing. The current attitude toward wavelet research, therefore, is to pause a little bit and reexamine its practicality from the perspective of both the mathematical sciences and the engineering disciplines (Akansu, 1993)."
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8. BIBLIOGRAPHY

The intent of this short bibliography is to point out books and publications for further reading and research. This list should not be considered exhaustive. The idea is to point the interested reader to some of the good places to start.

The article by Rioul and Vetterli which appeared in the October 1991 issue of IEEE’s Signal Processing Magazine is a complete and interesting introduction to wavelets from the signal processing point of view. It contains an extensive reference including a bibliography listing by wavelet subjects such as: history of wavelets, numerical analysis, filter bank theory, and multiscale and multidimensional processing.

The best introductions for those who wish to delve seriously into wavelets are the books *Ten Lectures on Wavelets* by Ingrid Daubechies and *An Introduction to Wavelets by Charles K. Chui*. Ingrid Daubechies is one of the original workers in wavelets. Her book emphasizes her work on orthogonal compactly supported wavelets, but it still gives many basic ideas including detailed proofs of many of the theorems which were stated without proof in this report. She also details the proofs and algorithms of determining the recursion (filter) coefficients for her compactly supported wavelets and provides a detailed explanation into multiresolution analysis in one dimension. Chui’s book is a text book on wavelets with an emphasis on approximation theory and wavelet series. Chui devotes much effort on the details of time-frequency resolution.

Collections of articles on wavelets that include applications and theory are the following.


*Wavelets and Their Applications*, Mary Beth Ruskai, G. Beylkin, R. Coifman, I. Daubechies, S. Mallat, Y. Meyer, and L. Raphael (eds.) (Jones and Bartlett, Boston, MA), 1992. The introduction is a very good introductory article on wavelets by Mary Beth Ruskai.


For an introduction to multiresolution analysis in two dimensions, consult the article by Mallat (1989a), and the companion article (Mallat, 1989b).
APPENDIX

This appendix contains the plots of a few of the Daubechies family of scaling functions and wavelets. These wavelets generate orthonormal bases of $L^2(\mathbb{R})$ with compact support. These wavelets are plotted using the "cascade algorithm" given by Daubechies (1992). The plots themselves were generated by MathCad\textsuperscript{®}. The input data for both scale function and wavelet was created by a Turbo Pascal\textsuperscript{®} program which conducts seven iterations of the refinement scheme for the scaling function. This approximation in indistinguishable from the scaling function at this resolution. The approximation to the scaling function is used to generate the wavelet function approximation (Daubechies, 1988).

The non-zero filter coefficients are also listed for each of the Daubechies wavelets. The x axis of each of these plots is simply the vector of the values for the approximation. The y axis is scaled for presentation.

For completeness, the first Daubechies wavelet, D1, is the Haar Wavelet given by equation 2, see Figure 1. The scaling function is given by equation 76. D1 has two filter coefficients: $h_0=h_1=1$.

The $n^{th}$ Daubechies wavelet, Dn, where $n \in \mathbb{I^+}$, has $2n$ non-zero filter coefficients, $h_n$. The support width of Dn is $2n-1$. In the following plots the Daubechies wavelets and the associated scaling functions are plotted over their support width starting from zero, that is on $[0,2n-1]$. Compact support of Dn follows from the fact that there are a finite number of non-zero filter coefficients for the scaling function. Since the wavelet function is defined in terms of the scaling function, (28), the wavelet function also has compact support. The wavelet function can also be thought of as a filter with the filter coefficients given by (101), so the wavelet filter also has a finite number of filter coefficients (Daubechies, 1989).

Notice that the Daubechies wavelets get smoother as n increases. This is due to the increasing regularity or degree of differentiability of the wavelets. This implies that as n increases the approximation power of the wavelets also increases. A smooth function in $L^2(\mathbb{R})$, for which the $p^{th}$ derivative exists, can be approximated with error $O(h^p)$ by the translates of $\phi_j$ where $h=2^{-j}$ the scaling parameter, see 2.2.8. For the Daubechies wavelets note that $p=n$ (Strang, 1989 and Daubechies, 1988).

Note that regularity is in terms of continuous functions, that is, the filter is expected to converge to a continuous function, the wavelet. This is not necessarily a requirement of finite impulse response filter design (Gopinath and Burrus, 1992). Generally limitations on filters have to do with realizability of the filter and filter stability and not with convergence issues.
A MathCad® plot of the so-called "Mexican Hat" wavelet is also presented (Figure A-9). This function is just the second derivative of the Gaussian. It is presented as an example of a useful non-Daubechies wavelet. Many other wavelets, both complex and real, are used in practice. Consult the bibliography.
Figure A-1. Scaling function associated with the second Daubechies wavelet.

Figure A-2. The second Daubechies wavelet, D2.

\[ h_0 := 0.4829629131445341 \]
\[ h_1 := 0.8365163037378077 \]
\[ h_2 := 0.2241438680420134 \]
\[ h_3 := -0.1294095225512603 \]
Figure A-3. Scaling function associated with the third Daubechies wavelet.

Figure A-4. The third Daubechies wavelet, D3.

\[
\begin{align*}
 h_0 & := 0.3326705529500825 \\
 h_1 & := 0.8068915093110924 \\
 h_2 & := 0.4598775021184914 \\
 h_3 & := -0.1350110200102546 \\
 h_4 & := -0.0854412738820267 \\
 h_5 & := 0.0352262918857095 
\end{align*}
\]
Figure A-5. Scaling function associated with the fourth Daubechies wavelet.

Figure A-6. The fourth Daubechies wavelet, D4.

\[ h_0 := 0.2303778133088964 \]
\[ h_1 := 0.7148465705529154 \]
\[ h_2 := 0.6308807679398587 \]
\[ h_3 := -0.0279837694168599 \]
\[ h_4 := -0.1870348117190931 \]
\[ h_5 := 0.0308413818355607 \]
\[ h_6 := 0.0328830116668852 \]
\[ h_7 := -0.0105974017850690 \]
Figure A-7. Scaling function associated with the fifth Daubechies wavelet.

Figure A-8. The fifth Daubechies wavelet, D5.

\[ h_0 := 0.1601023979741929 \quad h_6 := 0.0775714938400459 \]
\[ h_1 := 0.6038292697971895 \quad h_7 := -0.0062414902127983 \]
\[ h_2 := 0.7243085284377726 \quad h_8 := -0.01258075199990820 \]
\[ h_3 := 0.1384281459013203 \quad h_9 := 0.0033357252854738 \]
\[ h_4 := -0.2422948870663823 \]
\[ h_5 := -0.0322448695846381 \]
x := -6, -5.99, ..., 6

\[ g(x) = \left[ 1 - (x)^2 \right] e^{-x^2} \]

Figure A-9. The "Mexican Hat" wavelet (the second derivative of the Gaussian).
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This report is an introduction to wavelet theory intended for the technical professional working in telecommunications. The basics of wavelet theory are presented with an emphasis on explanation of the principles and ideas involved rather than on the mathematical proofs. Differences between the wavelet transform and the windowed Fourier transform are pointed out. Wavelet applications to several issues important to telecommunications are presented.
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